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Purpose: the article presents the results of mathematical modeling of
technique for troubleshooting of network fault tolerance and the developing
of methods for fault location search. Discussion: since the high performance
of corporate networks is provided primarily by the absence of defects and
bottlenecks, it becomes necessary to develop a method for diagnosing
the fault tolerance of corporate networks, which will help reduce the
time spent on Troubleshooting and Troubleshooting. The Troubleshooting
method is implemented through a comprehensive analysis of network
packet loss and includes the basic formula of the half-division method.
Using this method, you can automatically (or manually) detect healthy or
faulty nodes in the corporate network. Results: it has been introduced the
method and algorithm for remote troubleshooting of corporate network
fault tolerance through the analysis of packet loss.
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Introduction

Widespread use of network infrastructure leads to increased requirements
for fault tolerance of corporate networks. High performance network is provided
primarily by the absence of defects and bottlenecks that lead to a slowdown in
the speed of the network and to the unavailability or fault of communication
components. In case of facing any of these problems, we should consider the
time spent on a search and recovery of the network system operating ability. The
identifying of a space of fault takes, at an average, 90% of the time.

Up to the present time, the solving of LAN’s troubleshooting tasks, which
includes the scientific task of identifying network faults, still belongs to one of
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complicated problems. As network faults are divided into different types, each
of them requires various types of diagnostic equipment to be used, as well as
various methods, algorithms and methodologies.

To this time, there is no single formalized methodology that can identify
any of the types of faults. These problems cause great amount of time wasted
on identifying the faults and, also, narrow the range of subjects that provide the
correct solution for troubleshooting, what leads to high complexity and difficulty
in solving the problem.

The main purpose of this research is to introduce the ways of reducing the
complexity, reducing the period of time spent on troubleshooting in corporative
networks and eliminating a disability in its operating.

Research methodology

Troubleshooting is divided into two types: preventive (proactive) and
reactive. Proactive troubleshooting of the network operation should be carried
out every day. The main purpose of preventive troubleshooting is to prevent
network operating faults. Reactive troubleshooting is applied when the network
has already failed and it is necessary to isolate quickly the source of fault and to
find its cause.

If the status check of the object operability gives a negative result, there
is a problem in determining the space of fault with the details given to removable
block, removable card in a block and a separate element in the circuit. Typically,
the process of discovering the space of fault is of long time and complexity, it
requires special diagnostic tools. They depend on the efficiency of the process of
choosing the right troubleshooting algorithm.

Under the program for discovering the faults it is implied a prearranged
and documented sequence of elementary checkups (measuring of controlled
parameters) and sequence of the basic checkups analysis, which are performed
to determine the cause of fault and fault nodes (nodes, systems, elements etc. —
depending on the level of details in identification the spaces of faults).

The most common fault identification programs are divided, for
convenience, into two groups: flexible-serial (these include «the program on the
maximum information» and «the program on half-splitting»); hard-serial (these
include «program on functional scheme» and «program on time-probability»).

Program on functional scheme is based on identifying the spaces of fault
by executing the «hard» order (strictly by functional scheme of reply) consecutive
elementary checkups. The results of each elementary checkup are analyzed
immediately.

Elementary checkup has to be made for every diagnostic parameter
(parameters) of each element of the system. The discovering of the fault stops
as soon as the analysis of the regular elementary checkup discovers the failing
element of the system. Obviously, in the worst case (when the last-checked
element of the system failed) the number of elementary checks will be maximized
and equal to the number of elements in the system.
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The «the program on time-probability» can be used only when the huge
experience on faults in this type of equipment is already accumulated and the
experience on its operating is systematized, and in particular the experience of
searching the space of fault.

Obviously, this program allows to checkup firsthand those elements of the
system, whose fault probability is maximal and the time for elementary checkup
is minimal. As a result, the total time for identifying the location of system fault
is significantly less than using the above mentioned «program on functional
scheme».

Program on the maximum information can be applied only when the
equipment fault search experience has been accumulated and some experience
of its operation has been systematized, especially, when the degree of probability
of fault for every single element of the system is already known.

The program on the maximum information is based on identifying the
space of fault by performing serial elementary checkups of groups of elements in
the «soft» manner. In some cases, the group may be presented by one element.

The search of the fault space stops as soon the results of the next checkup
shows failed element. This program allows performing the most basic informative
checkups, which results in significant reduction of the number of elementary
checkups as well as the overall time for searching the fault.

The discussion of the results

We introduce the method for diagnostics of corporate network fault
tolerance (see Fig. 1), grounded on above considered methods for troubleshooting
the network and methods for identifying the space of fault. This method is based
on the analysis of packet loss.
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Fig. 1. Corporate network

This method is developed by using the methodology of active and passive
testing, i.e. troubleshooting starts with checkup of the presence or absence of
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signals in some points (nodes) of network through bombarding the network
nodes by 32 bytes package.

Method for remote diagnostics of corporate network fault tolerance through
analyzing the packet loss is a permanent (or as needed) observation for the state
of network and recording any changes in its behavior.

On the basis of these observations, the administrator can draw conclusions
about the necessity to replace the active equipment or the network architecture.

Record

z=¥(X,\t) (1)
is regarded as some graphical, tabular representation of the system transfer
function of ready-to-operate facility of the diagnosed object, which reflect the
dependence of output functions, realized by object Z, from its input variables X,
initial value Y of internal variables and the time t. The system (1) is a mathematical
model of the item (corporate network) in good working order.

The symbol M denotes the set of all considered (not necessarily all possible)
single and multiple faults of object, the symbol B — the set of its single faults.
Hence, M e V.

So we say that by the presence of the fault in the object, m, e M, i = 1,2,
.o [ M|, 05 b B i=12 .. [B]the objectis in the i-defective condition or
is i-faulty.

The object of troubleshooting that is in i-defective condition, carries out
the system of transfer functions

Z'=¥ (X, Y) (2)
is presented in the same form as the transfer functions (1).

The initial value of Y and X in i-faulty object may be different from their
initial value of Y'and Xin object in good working order. The system (2) for a fixed
i is a mathematical model of i-faulty object.

The system (1) and the set of systems (2) form a clear model of the object
of troubleshooting. We denote this model by record (¥, {¥}).

Let us letter the symbol P for the set of all admissible elementary checkups
of the object #j, j = 1,2, ..., | P |, i.e. those object’s checkups that are physically
implemented in the specific conditions of the process of troubleshooting.

Each elementary checkup, by definition, is characterized by the impact
made on the object in the event of implementation the elementary checkup, and
the response of the object to this impact.

Figure 2 shows the treelike graph of type G (V, E) corporate network.

With the help of treelike graph of corporate network we draw the table of
routing for nodes (K12, B11), for visual demonstration of the system (1).
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Fig. 2. Treelike graph of corporate network

To find the system (2) we use the routing table of nodes and the following
formula:

to calculate the value of limit a, a, = 0 by the formula

anj = anj_l + pﬂ'j_l 3)
where ;= the number of checkup.

To calculate the value of the b, b, = N by the formula

bﬂ,'j = pnj—] (4)
where N — the quantity of nodes in the network.
To calculate the bias in the routing table of nodes h by the formula

bp.—Qr.

hey = —5— (5)

finding the node number for identifying IP-addresses by ordinal number p, p, =
0 by the formula

pﬂj = pnj 1 + h:rj. (6)

The example of practical application of the method for remote
troubleshooting of corporate network fault tolerance by analyzing packet loss,
regarding items (K12, B11) of the system (1) with equally-reliable elements is
given on Fig. 3.
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Fig. 3. Troubleshooting algorithm
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Fig. 4. Flowchart 1. IP-address checkup
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On this figure, vertical lines that represent the basic checkups are placed
under the scheme. It is necessary to divide between elementary checkups
performed immediately after the inspection, with, positive and negative results
respectively.

However, in spite of the all positive sides there are some drawbacks:
in some cases, identifying failed nodes may take longer period of time than
searching them manually by using the utilities ping and traceroute.

For more visual representation, the troubleshooting algorithm is shown on
the flowchart.

Method for remote troubleshooting of corporate network fault tolerance
through analyzing the losses is divided into two flowcharts.

The last figure shows the main functions of the simulated remote
Troubleshooting method in the corporate network.

Conclusions

Thus, on the basis of the described methods of network diagnostics
and identification of fault locations, the authors have developed a method
for troubleshooting a corporate network. Based on active and passive testing
methodology, this method is easy to use and reduces the time spent troubleshooting
nodes in corporate networks. However, the only drawback of the developed
method is that on small networks it may take longer to find disconnected hosts

than to manually identify them using the ping and traceroute utilities.
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Llenb: B cTaTbe NpeAcTaBneHbl pe3ynbTaTbl MAaTEMATUYECKOro MOAENU-
POBaHWS MPUEMOB AMArHOCTUKM OTKA30yCTOWYMBOCTU CETU U pa3paboT-
KM METOZ0B MOMCKa MecTa NoBpexaeHnst. O6CyKAeHME: TaK Kak BblCOKast
NPOMU3BOAMTENBHOCTb KOPMOPATMBHBLIX CeTell obecrnednBaeTcs, npexae
BCEro, OTCyTCTBMEM [edeKTOB U Y3KMX MECT, TO MOSIBNSIETCS HeobXxoam-
MOCTb B pa3paboTke MeToAa AMArHOCTUKM OTKa30yCTOMUMBOCTU KOpropa-
TUBHbIX CETEl, KOTOPbI MOMOXET COKPaTUTb BPEMS], 3aTpayuMBaeMoe Ha
MOWCK HEUCMPABHOCTEN U UX YCTpaHeHWe. MeToA yCTpaHeHWsl Hemnonaaok
peanu3yeTcs MoCpPeACTBOM KOMMIEKCHOrO aHaM3a noTepu CETEBbIX Make-
TOB ¥ BK/lOYaeT 6a3oByto (hopMysy MeToaa NosIOBUHHOMO AeneHust. Mpu-
MEHSIS1 3TOT METO/], MOXXHO aBTOMATMYeCKU (N BPYUHYHO) 06Hapy>XMBaTb
UCMPaBHbIE UM HEMCNPaBHbIE Y37bl B KOPIOPATUBHOW CETU. Pe3y/ibTaTbl:
NpeacTaB/ieH METOA W a/iropuUTM y[arieHHOro YCTpaHeHUs Henonaaok oT-
Ka30yCTOMYMBOCTM KOPMOPATMBHOW CETU MOCPEACTBOM aHanusa notepwu
NaKeToB.

KnroueBble cfloBa: YCTpaHeHNe HeUCNpaBHOCTEN, 0TKA30yCTOMUMBOCTD,
MaTeMaTU4Yeckoe MOAENIMPOBAaHWE, anropuTM YCTPaHeHUs HeWUcrnpaBHO-
CTew.
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